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Abstract: In this paper, we propose a sound-database system, which is able to extract stored
data using sound as a key for the query. This ability realizes the sound extraction without having
to specify the acoustical characteristics of the sound. The system repetitively searches and presents
sounds, which have similarity in timbre to the key sound, until the user finds a satisfactory sample.
The parameters that characterize a sound’s timbre, which is a psychoacoustical factor for sound
perception, are adopted as the sound’s indices in the database and used for similarity matching in
the searching process. Because the definition of similarity in sounds differs from user to user, the
proposed system is equipped with an adaptive preference-weighted searching mechanism that adapts
its searching focus based on the user’s preference. Because of the ability of the proposed system to
realize an intuitive query, this system can be broadly used by a user without special acoustical
knowledge.
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1. Introduction

In this paper, we propose a sound database system,

which can implement an intuitive sound query using

sound as the key for the query. The query process for

the proposed system searches the database for sounds

that have similarities in timbre with the sound given as

the key; consequently in the proposed system, a sound in

the database is indexed by a number of parameters that

characterize the timbre. Because of the difference in the

sound’s preference from one person to another, the pro-

posed system is equipped with an adaptive preference-

weighted query mechanism, which adapts the search-

ing focus according to the preference of the user. Until

now, in searching for data, users have had to use objec-

tive features such as physical or logical characteristics

of sound that can be difficult or even stressful. The pro-

posed method realized a data query system with intu-

itive impressions of the data rather than acoustical or

physical features, which may increase the database us-

ability. For example, consider a person creating sound

effects for background music for a song or other pur-

poses. The person may have an ideal sound in mind

but may not be able to pinpoint the sound on the basis

of its acoustical or physical features. It would be eas-
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ier to mimic the sound and search for similar sounds

in the database. The extracted sounds might not per-

fectly match the person’s desired one, but they would

be close to it, thus not difficult to modify. In the past,

a number of sound database systems have been built

[1]. Some database systems adopted a textual informa-

tion system for indexing the samples in the database.

Query in the database systems is done by matching the

text information between the query-key and the mem-

bers of the database. This kind of database system is

different from the proposed system, because these sys-

tems required the users to know about the rules for

data indexing, while in the proposed system the user

can intuitively search the database without prerequisite

knowledge. These systems also required the database

designers to assign specific textual information to each

sample in the database, which can be very time consum-

ing, while in the proposed database system, the timbre

parameters that are used as indices are automatically

extracted.

Blum [2] proposed a sound database system that uti-

lizes sound as the query-key. This system differs from

the proposed system, because it adopted acoustical at-

tributes for indexing, implying that it requires the user

to have knowledge about the relation of the acoustical

attributes to the perceptual sound attributes.

Keislar [3] and Vertegaal [4] proposed database sys-

tems that enabled the users to add new samples to the
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database and also modify the already existing data to

form new ones. Feiten [5] utilized a neural network to

generate a mapping rule between the sound’s acousti-

cal attributes and its perceptual attributes, but once

the rule was fixed, it could not accommodate different

users’ preferences. Our main focuses in constructing the

proposed database systems are:

(1) Automatic indexing of samples to be added to the

database.

(2) Realizing a content-based retrieval without requir-

ing the users to have prerequisite acoustical knowl-

edge.

(3) Accommodating different users’ preferences in

data searching.

The three features mentioned above could be dealt

with by building a database system that automati-

cally extracts the sound’s timbre parameters and uti-

lizes them for data indexing. The query is based on

the similarity of the query-key’s timbre parameters with

the existing data’s timbre parameters. The third fo-

cus mentioned above can be dealt with by assigning

weight to each of the parameters to indicate their im-

portance in the data searching process. Different users

may assign different weight configurations for similarity

descriptions, so the weights will be updated for every

searching process. In this paper, the proposed sound

database is explained in Section 2. The experimental

results are given in Section 3, and the conclusions will

be given in the final section.

2. Sound database

A block diagram of the proposed system is illustrated

in Fig. 1. In the data storage process, the system auto-

matically extracts the new sound’s timbre parameters

and assigns them as the sound’s index, then stores the

sound in the sound database and the related index in the

parameter database. In the query process, the system

extracts the timbre parameters from the sound given as

the query-key. Based on the timbre parameters and the

preference of the user, represented by weight values that

give indication of the importance of each parameter ac-

cording to the user, the system searches the database

to extract data that have similarity with the key, and

return the searching results in the form of stereo sounds.

2.1. Sound Data

The sound data are stored at the sampling frequency

of 44.1 kHz and a quantizing level of 16 bits with WAVE

format. There are currently data of approximately 1,800

sounds in the system, with a total size of 200MB). These

sounds were recorded or selected from various sources,

such as CDs of musical instruments, sound effects, and

Sample

Fig. 1 System overview.

sounds gathered via the Internet. Before being added

to the database, adjustment was made to each sound

by removing the silent parts and normalizing the am-

plitude.

Unlike conventional database systems, the data in the

proposed system are not classified. Although classify-

ing data and building hierarchical structures based on

the classification methods will improve the query time

and the cost of data management, these methods have

a drawback in that the data have to be arranged ac-

cording to the designer’s preference and interpretation.

This implies that once the database is built, it will lose

its flexibility, so that the users will be forced to adapt

to the rules set by the database’s designer. The pro-

posed system avoids this problem by deliberately not

interpreting the data, so that the users can access them

according to their personal preferences

2.2. Sound Attributes

A great deal of physical parameters can be extracted

from sounds. In building the proposed system, it is very

important to determine the relation of a sound’s per-

ceptual impression and its physical parameters. In this

study, we consider that this perceptual impression is

best expressed as “timbre.”

Numerous studies have been done to investigate the

relation between the physical properties of a sound and

its position in the “perceptual space.” Middo [6,7] con-

ducted a series of studies about a sound’s tone (impres-

sion) using the Semantic Differential Method. They con-

firmed that there are roughly three components that

form the impression of a sound, which are “PLEAS-

ANT,” “METALLIC” and “POWERFUL.”

Research on “auditory scene analysis,” which is a

function to relate the auditory physical stimuli and its

psychological influences, has been done [8–11]. Taking
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Fig. 2 Relations among timbre, loudness, pitch, and sub-
jective duration.

into account the result of past research, in this research

we concentrated our attention on the relation between a

sound’s timbre, which can be considered one of the psy-

coacoustical factors, and the sound’s physical parame-

ters. According to psychological studies, there are three

major attributes that are used by humans to distin-

guish sounds. Two important perceptual attributes are

“loudness” and “pitch.” The other one is timbre. Tim-

bre is defined as ‘an attribute of auditory sensation in

terms of which a listener can judge that two sounds sim-

ilarly presented and having the same loudness and pitch

are dissimilar’ (American Standards Association, 1960).

However, many researchers have argued that “timbre”

is not independent of “loudness,” “pitch” and another

attribute called “subjective duration.” The relations be-

tween these four attributes are shown in Fig. 2. Based

on these relations, we can say that loudness, pitch and

subjective duration have significant effect on the timbre.

2.2.1. Envelope feature

Experiments by Namba [12] and Miller [13] confirmed

that there is a strong correlation between the durations

of attack and sustain of a sound’s wave with its timbre.

To extract the features from the original sound wave

(Fig. 3(a)), the sound is simplified as shown in Fig. 3(b).

The extracted features are the attack duration (t1), de-

cay duration (t2), sustained duration (t3), release dura-

tion (t4) and the ratio of the sustained level (r1), which

can be calculated according to:

r1 =
SL

ML
(1)

2.2.2. Spectral feature

The physical characteristics of the sustained period

of a sound make a great contribution to its timbre [14].

However, Stevens [15] and Namba [12] pointed out that

the physical characteristics of the attack period of a

sound also play an important role in influencing its

timbre. So we extracted parameters from the spectra

of the attack and sustained periods. The spectral pa-

rameters are extracted by Cepstrum Analysis. At first,

as the most important parameter, the fundamental fre-

quencies from the attack period (fa) and the sustained

peperiod (fs) are extracted. The difference between the

fundamental frequencies is also calculated and used as

a parameter. From each spectral envelope, a factor that

is defined as “harmonicity,” which is the sum of the

power of fundamental frequency and all of the harmonic

frequencies relative to the sum of the all of the pow-

ers, can then be calculated. This parameter indicates

the proportion of harmonic components in the sound,

which will be significant for generating the impression

of “PLEASANT.” The “harmonicities” for the attack

and sustained periods are expressed as r2 and r3, re-
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Fig. 3 Sound’s envelope.
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spectively. The spectral envelope is divided into 5 octave

bands (0–1.5 kHz, 1.5–3 kHz, 3–6 kHz, 6–12 kHz, 12 kHz)

and the ratio of the average powers of the 5 octave bands

to the average power of all partials is extracted. They

are represented by ba1− ba5 and bs1− bs5, respectively.

This idea is based on the following research.

(1) Plomp [16] and de Bruijn [17] confirmed that,

for two sounds, the physical distance between the

spectrum envelopes corresponds to the distance in

psychological space.

(2) It is known that the power spectra of the human

voice are focused on a frequency band between

150Hz and 6 kHz called the “speech band.” So we

set 6 kHz as a boundary. The formant frequency

can help us to recognize the phoneme. (Stevens

[15] and other research [18–20] confirmed that the

formant character can also be found in some mu-

sical tones). For example, the first formant fre-

quency of five Japanese vowels are in between 300–

1,200Hz, but the second formant frequency of /i/

/e/ are in between 1,800–3,000Hz, that of /u/

/o/ /a/ are between 900–1,500 kHz and the anti-

formant frequency of the nasal consonant [m] is in

between 500–1,500Hz, that of the nasal consonant

[n] is in between 2.0–3.0 kHz, and so on. Thus, we

also set 1,500Hz and 3,000Hz as boundaries.

(3) In the proposed system, the sound data are stored

at the sampling frequency of 44.1 kHz, but because

the sounds were collected from various sources,

some sounds were sampled at the sampling fre-

quency of 22.02 kHz or 24 kHz. We cannot extract

the frequency components higher than 12 kHz

from these sounds; therefore, we set 12 kHz as a

boundary.

(4) Kondo [21] conducted an experiment to find the

relation between the dips in the frequency char-

acteristics of the sound reproducing system and

its sound quality and evaluated this using pref-

erence tests. The results of the experiment ex-

plained the relationship between the impression

of “PLEASANT” and the center frequency of the

dips. At the points of 600Hz, 2,400Hz, 3,600Hz,

and 7,200Hz, two groups of observers who have

quite different preference patterns made quite dif-

ferent judgments regarding the degree of PLEAS-

ANT. Because the four points are exactly in our

four octave bands, this implies that different users’

preferences can be accommodated in the searching

process by giving different weights for parameters

corresponding to these bands.

2.2.3. Harmonic features

In the proposed database systems, there are about 200

musical tones generated by musical instruments. To dis-

tinguish these musical tones efficiently, some harmonic

parameters have to be taken into account. The most im-

portant feature of a musical tone is the acoustical spec-

trum. In the proposed system, the ratio of the powers

of 20 harmonic frequencies to the power of the funda-

mental frequency from the each spectrum (attack and

sustain) are calculated and represented by ha1 − ha20

and hs1 − hs20, respectively.

Saito [22] pointed out that the varieties of the rise

and fall of each harmonic can play an important role in

the timbre of a musical tone. The proposed system also

refers to the synchronicity of each harmonic envelope

and extracts the differences in the temporal points when

the harmonics reach the onsets, the maximum point,

the release point (50% of maximum level), and the off-

sets. Figure 4 illustrates the differences in each point of

all harmonics. The following parameters are adopted as

indices, where ONi, MAXi, RELi, OFi represent the

onset, maximum, release and offset amplitudes of the

i-th harmonic, respectively.

d1 =

√√√√ 20∑
i=2

(ONi −ON0)2,

d2 =

√√√√ 20∑
i=2

(MAXi −MAX0)2

d3 =

√√√√ 20∑
i=2

(RELi −REL0)2,

d4 =

√√√√ 20∑
i=2

(OFi −OF0)2

(2)

2.3. Search Mechanism

The data searching procedure is shown in Fig. 5. The

proposed system executes an iterative searching mech-

anism, in which each query yields a number of sounds,

which have the greatest similarities with the query-key.

The user selects one sound that best matches the user’s

preference. Based on the choice, the system renews the

preference weights and use the chosen sound as the new

key. By renewing the preference weights, the system

adaptively accommodates the preference of the user to

speed up the searching process. This process is iterated

until the user finds a satisfactory sound.
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Fig. 4 Harmonic parameters.

Table 1 Extracted parameters.

Envelope features (5) t1 − t4, r1

Spectral features (15) attack: fa, ba1 − ba5, r2
sustain: fs, bs1 − bs5, r3, fd = fa − fs

Harmonic features (44)attack: ha1 − ha20

sustain: hs1 − hs20, d1 − d4

Sample

Fig. 5 Data searching process.

2.3.1. Index matching

After a sound was given as a query-key, the system

extracts timbre parameters from the sound as shown in

Table. 1. The system will then execute index match-

ing with all the data in the database according to the

following

Ek =
64∑
j=1

aj
(Xj −Xj

k)2

κj

κj = Xj for Xj (Xj > 0.1)

= 0.1 for Xj (Xj ≤ 0.1)

(3)

where Ek denotes the distance between the key sound

and the k-th sound in the database. Xj and Xj
k show

the j-th parameters of the key sound and the k-th sound

in the database, respectively. The weight of the j-th

parameter is denoted by aj .

2.3.2. Weight adaptation

The idea of the weights renewal executed for every

search iteration is illustrated in Fig. 6. For the purpose

of simplicity, in Fig. 6, it is shown that each sound is in-

dexed by 2 timbre parameters, which are x and y. In this

example, 5 sounds are generated by the system after the

key sound is given. Suppose that the user chooses Sound

2 as the sound most similar to the key sound. From Fig.
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Fig. 6 Feature parameter space.

6(a), it is clear that Sound 2 has the largest difference

relative to the key sound in terms of the parameter y,

but because the user chose Sound 2, it should be closer

to the key sound in the perceptual space of the user. The

interpretation of the system with regard to the choice of

the user is that, for the given sound, the importance of

the parameter y is low, so that the related weight should

be decreased. The weights renewal will be executed un-

til the distance of the chosen sound from the key sound

(Eq. (3)) becomes the smallest. Changing the preference

weights is equivalent to changing the scale of each pa-

rameter, so that eventually the query is executed inside

the user’s preference space. The weight renewal is exe-

cuted as follows: First, calculate the difference between

the j-th index of the key sound and all of the candidate

sounds, as follows,

Dj
i(t) = |Xj

k(t)−Xj
i(t)| (4)

in which Dj
i(t) is the difference between the j-th in-

dex of the key sound and the i-th candidate sound at

the t-th search. The distances are then ranked in small

to large order. When the rank of the chosen sound is

Rs(t), the weight correction is then done as follows,

aj(t+ 1) =
aj(t)

Rs(t)
(5)

aj(t) is the weight for the j-th index at the t-th search

iteration. This procedure should be executed for all in-

dices until the distance between the chosen and key

sounds becomes the smallest.

2.4. Sound Display

It has been explained that the system yields five can-

didate sounds when a key sound is given as input. It

is very important for the system to display the candi-

date sounds, so that the user can make a good selec-

tion. In the case of searching an image database, it will

be easy for the user to select an image from a number

of candidates when the database system presents them

simultaneously. Unfortunately, unlike the visual repre-

sentation, it will be impossible for the user to select one

sound from a number of sound candidates that are si-

multaneously presented. In the proposed system, to help

the user to make a choice, spatial and temporal effects

are generated. Figure 7(a) shows the spatial effect gen-

erated by the system. In this figure, it is shown that 90%

of Sound 1 is output to the left speaker, while 10% of the

sound is directed toward the right speaker. For Sound

2, the composition becomes 70% and 30% and so on.

This effect will give the impression to the user that dif-

ferent sounds are generated at different places. Figure

7(b) explains the temporal difference of each sound’s

generation, in which the system is set at a 0.2 s time

delay between each sound presentation. The temporal

and spatial effects will help the user to distinguish one

sound from another and make a selection according to

the user’s preference.

After the continuous presentation of each candidate,

it is also possible for the users to hear the respec-

tive sound candidate before making a final decision.
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Fig. 7 Sound presentation.

Sample

Fig. 8 GUI for the proposed system.

The GUI for sound presentation and key registration

is shown in Fig. 8. The search query is first input with

a microphone. The wave form of the query-key is shown

in the first window in the left column in Fig. 8, with the

rest of the windows showing the wave forms of 5 candi-

date sounds. Sounds and visual presentations will help

the user to make a selection. The selected sound will be

registered as a new key. This process will be iterated

until the user finds the target sound.

The GUI for sound presentation and key registration

is shown in Fig. 9. The search query is first input with

a microphone. The wave form of the query-key is shown

in the first window in the left column in Fig. 9, with

Sample

Fig. 9 Search iterations.

the rest of the windows showing the wave forms of 5

candidate sounds. Sounds and visual presentations will

help the user to make a selection. The selected sound

will be registered as a new key. This process will be

iterated until the user finds the target sound.

3. Experiments and results

The proposed system was implemented on a Windows

2000 machine (CPU: Pentium III: 600 kHz). It takes

about 5 seconds to extract parameters from the key

sound and less than 1 second to retrieve five of the most

similar sounds from 1,800 sounds. To test the proposed

system, experiments with 10 users with no specific mu-
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Fig. 10 Satisfaction index.

sical expertise and technical knowledge about the pro-

posed system were done. Each of the users was asked

to input a sound and extract a sound that was similar

to the input sound according to the user’s preference.

Each user conducted 5 searches using 5 different sounds

as follows:

(1) Sound 1: whistle

(2) Sound 2: noise (exhaling into the microphone)

(3) Sound 3: human speech

(4) Sound 4: metallic bell

(5) Sound 5: crumpling a piece of paper

For comparison we also conducted experiments on the

database system in which the indices for each sample

in the database are 896 frequency components of each

sound. In total, we conducted 4 types of experiments as

follows,

(1) Type 1: 64-indexed data with adaptive preference

weights.

(2) Type 2: 64-indexed data without preference

weight.

(3) Type 3: 896-indexed data with adaptive preference

weights.

(4) Type 4: 896-indexed data without preference

weight.

To evaluate the quality of the proposed system, we

asked the user to rank the quality of the extracted sound

in 5 steps, in which 1 indicates “very poor” and 5 indi-

cates “very good.” The average of the rank is shown as

“index” in Fig. 10. Figure 10 shows that, in general, the

proposed system produces better searching results than

other systems.

4. Conclusions and future work

A new type of sound database system using a sound as

a key for data retrieval was proposed. For data indexing,

we introduced 64 parameters that characterize the tim-

bre of the sound. One of the advantages of the proposed

database system is that the system does not require

any prerequisite knowledge for the users. This advan-

tage enables the users to search the database with their

personal preferences. This characteristic will be very im-

portant for a large database system with a wide range

of users, because it will be impossible for the database

designer to encompass all the characteristics of the users

in building the database system. The proposed system

is intended as basic research for building a new database

paradigm. Future research topics will include evaluation

of the proposed system in a much larger database, the

function for automatic new data inclusion, and the im-

plementation of a sound modification function to create

new sounds from the retrieved sound.
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